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Objective

Practical and generalizable pre-trained 3D models
that capable of learning from unlabeled 3D point clouds in a
self-supervised fashion.

Challenge

•Simplicity. How to design a simple self-supervised learning
model without dense reconstruction of the 3D point cloud?

• Invariance. How could we introduce and leverage the
invariance in 3D point clouds for self-supervised learning?

•Generalizability. How to demonstrate sufficient
generalizability to higher-level tasks (e.g., 3D object
detection)?

Approach

•A spatio-temporal representation learning (STRL)
framework to learn from unlabeled 3D point clouds.

•Remarkably simple by learning only from the positive
pairs. STRL uses two neural networks, referred to as online
and target networks, that interact and learn from each other.

•STRL takes two temporally-correlated frames from a 3D
point cloud sequence as the input, transforms it with the
spatial data augmentation, and learns the invariant
representation self-supervisedly.

•Effective generalization to downstream 3D scene
understanding tasks directly or with additional fine-tuning.

Contribution & Discovery

1 Our method outperforms prior arts in (i) unsupervised
3D shape learning, (ii) semi-supervised 3D shape learning with
limited data, and (iii) transferring to downstream tasks such
as 3D object detection and semantic segmentation.

2 Simple learning and augmentation strategy leads to
the satisfying performance of learned 3D representation.

3 The spatio-temporal cues boost the performance of
learned representation. Relying on spatial or temporal
augmentation alone only yield relatively low performance.

4 Pre-training on synthetic 3D shapes (ShapeNet) is
indeed helpful for real-world applications.

Overview
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By learning the spatio-temporal data invariance from a point cloud sequence, our method self-supevisedly
learns an effective representation.

Framework
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Given two spatio-temporal correlated 3D point clouds, the online network predicts the target network’s
representation via a predictor. Parameters of the target network are updated by the online network’s moving average.

Data Augmentation
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Spatial data augmentation and temporal sequence generation. Except for the natural sequence genera-
tion, each type of augmentation transforms the input point cloud data stochastically with certain internal parameters.

Shape Classification on ModelNet with Pre-trained Model

(a) Linear evaluation results. (b) Fine-tuned results using limited training samples.

Results on Scene Understanding Tasks

(a) 3D object detection fine-tuned on SUN RGB-D.

(b) 3D object detection fine-tuned on KITTI.

Visualization of Learned Feature

The extracted features for each sample in ModelNet10 test set using t-SNE. Both models are pre-
trained on ShapeNet.
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