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Embodied Reference Understanding (ERU)

We study the machine’s understanding of embodied reference:
One agent uses both language and gesture to refer to an
object to another agent in a shared physical environment.
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Key Characteristics

• Multimodal: People often use both natural language and
gestures when referring to an object.

• Perspective-taking: Embodied reference requires the
awareness that others see things from different viewpoints and
the ability to imagine what others see from their perspectives.

Contribution & Discovery

•We crowd-source the first video dataset in physical scenes,
YouRefIt, to study the reference understanding in an
embodied setting.

•We devise two benchmarks, Image ERU and Video ERU,
as the protocols to study and evaluate the embodied reference
understanding.

•We propose a multimodal framework for ERU tasks with
multiple baselines and model variants. The experimental
results confirm the significance of the joint understanding of
language and gestures in embodied reference.

YouRefIt Dataset

We introduce a new dataset named YouRefIt, a video collection of people referring to objects with both natural
language and gesture in indoor scenes.
•YouRefIt contains videos crowd-sourced by Amazon Mechanic Turk(AMT), and thus the reference happens in a
more natural setting with richer diversity.

•The referrers (human) and the receivers (camera) in YouRefIt share the same physical environment, with both
language and gesture allowed for referring to objects.

•YouRefIt includes 432 recorded videos and 4,195 localized reference clips with 395 object categories.
•Each reference process was annotated with segments, canonical frames, bounding boxes of the referred objects,
and sentences with semantic parsing.

•Canonical frames are the “keyframes” that the referrer holds the steady pose to indicate what is being referred
clearly. Combined with natural language, it is sufficient to use any canonical frame to localize the referred target.

Framework
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We devise a novel multimodal framework for ERU task that leverages both the language and gestural cues.
Image ERU

Given the canonical frame and the sentence from an embodied reference instance, Image ERU aims at locating the
referred object in the image through both the human language and gestural cues.

Image ERU
Our results reveal that gestural cues are as critical as language cues in resolving ambiguities and
overloaded semantics.

Video ERU
Given a referring expression and a video clip that captures the whole dynamics of a reference action
with consecutive body movement, Video ERU aims at recognizing the canonical frames and estimate
the referred target at the same time.

Result indicates that the canonical frames can provide sufficient language and gestural cues for clear
reference, however temporal information can improve the performance of canonical frame detection.

https://yixchen.github.io/YouRefIt

