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showcases

(A) A selected piece of
evidence and its
interpretation. (B) A
generated perspective
frame.

Composed summary
vs. framed
perspectives

Composed summaries
are subject to the
authors’ perspectives,
whereas the
perspective frames are
directed by new ideas.

Taking-away Messages

Problem: Junior researchers often face challenges in
identifying the perspectives reflected in the existing
literature and struggle to develop their own

viewpoints.

Solution: PersLEARN is a tool designed to facilitate the
cultivation of scientific perspectives, starting from a
basic seed idea and progressing to a well-articulated

framework.

Method: Researchers develop their perspectives
explicitly by interacting with an LLM.

Result: Students using PersLEARN exhibit a superior
level of logical coherence and depth compared to

those that did not.

Significance: Our framework of scientific perspective
may bring science education to a future with better
student-centered considerations.
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Long Short-Term Memory Long Short-Term Memory A multiplicative input gate unit is A multiplicative input gate unit is introduced to

introduced to protect the memory protect the memory contents stored in j from
contents stored in j from perturbation by perturbation by irrelevant inputs...

irrelevant inputs. Likewise, a multiplicative

output gate unit is introduced which

protects other units from perturbation by .
rrrrrr tly irrelevant memory contents Transformers generally offer a higher

stored in j. The resulting’ more Complex An LSTM unit uses a series Of gates to Contr0| degree Of Interpretablllty than LSTMS
the flow of information through the unit, which due to their self-attention mechanism.
makes its operations opaque.

Attention is all you need

unit is called a memory cell.

An LSTM unit uses a series of gates to
control the flow of information through the
unit, which makes its operations opaque.

neﬂt, self-attention could y|e|d more A multiplicative input gate unit is introduced to
protect the memory contents stored...

Attention is all you need As side benefit, self-attention could yield
more interpretable models. We inspect
attention distributions from our models
and present and discuss examples in the
appendix. Not only do individual
attention heads clearly learn to perform
different tasks, many appear to exhibit The Transformer model can explicitly learn the

As side be
interpretable models...

The Transformer model can explicitly learn
the attention distributions of the input
sequence which is interpretable to some

behavior related to the syntactic and attention distributions of the input sequence Z);t;zz benefit, self-attention could yield more
T semantic structure of the sentences. which is interpretable to some extent. interpretable models...
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Difterent perspectives

1. Select one paper. 2. Slice paper with different 3. Collect slices from different papers with 4. Make connections between papers in
perspectives. one perspective. one projection of perspective frame.

3. Add titles & interpretations for evidences to create

: 4. Create connections between nodes in frame system.
nodes in frame system.

1. Select one paper. 2. Highlight evidences.

Create connections

Extract evidences from one paper
with different perspectives

Instantiate multiple papers
with one specific perspective

Semi-automation & evaluation
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Human Study

Seed idea: Physics-based reasoning in Computer Vision.

1 Holistic 3d Scene Parsing and Reconstruction from a Single RGB Image. ECCV, 2018.

2 Scene Understanding by Reasoning Stability and Safety. IICV, 2015.

3 Galileo: Perceiving Physical Object Properties by Integrating a Physics Engine with Deep Learning.

NeurIPS, 2015.

4 Physics 101: Learning Physical Object Properties from Unlabeled Videos. BMVC, 2016.

5 Understanding Tools: Task-oriented Object Modeling, Learning, and Recognition. CVPR, 2015.
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