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Abstract

Scientific research is inherently shaped by its
authors’ perspectives, influenced by various fac-
tors such as their personality, community, or so-
ciety. Junior researchers often face challenges
in identifying the perspectives reflected in the
existing literature and struggle to develop their
own viewpoints. In response to this issue, we
introduce PersLEARN , a tool designed to facil-
itate the cultivation of scientific perspectives,
starting from a basic seed idea and progressing
to a well-articulated framework. By interacting
with a prompt-based model, researchers can de-
velop their perspectives explicitly. Our human
study reveals that scientific perspectives devel-
oped by students using PersLEARN exhibit a
superior level of logical coherence and depth
compared to those that did not. Furthermore,
our pipeline outperforms baseline approaches
across multiple domains of literature from var-
ious perspectives. These results suggest that
PersLEARN could help foster a greater appre-
ciation of diversity in scientific perspectives as
an essential component of research training. 1

1 Introduction

The pursuit of science is driven by a desire to
gain a deeper understanding of the natural world,
not only through the collection of objective facts
but also through interpreting those facts (Kuhn,
1970; Longino, 1990). As a result, scientific knowl-
edge is shaped by a complex interplay of vari-
ous factors that extend beyond the objective world.
These factors include the personal characteristics
of individual scientists (Heisenberg, 1958; Bybee,
2006), shared mindsets within scientific communi-
ties (Cetina, 1999), and broader societal contexts
such as cultural and political influences (Latour and
Woolgar, 1986; Latour, 1987; Lynch, 1993; Latour
et al., 1999). Together, these factors contribute to

1Website: https://perslearn.com/. Video:
https://vimeo.com/802213150.
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Figure 1: Composed summaries vs. framed perspectives.
Composed summaries are subject to the authors’ perspectives,
whereas the perspective frames are directed by new ideas.

forming perspectives regarding how best to inter-
pret the natural world. Perspectives are essential
to effectively process and communicate scientific
knowledge with limited cognitive resources (Lewis
et al., 2014; Griffiths et al., 2015; Gershman et al.,
2015; Lieder and Griffiths, 2020).

However, junior researchers often face difficul-
ties in developing their own scientific perspec-
tives. They may struggle to identify the perspec-
tives reflected in the existing literature and con-
sequently struggle to develop and articulate their
own viewpoints. This presents a significant obsta-
cle to the progress of research training and de-
prives junior researchers of the opportunity to em-
brace the broader range of diverse perspectives
that could contribute to their understanding of a
particular topic (Duschl and Grandy, 2008). The
challenge of developing scientific perspectives is
particularly evident in one of the most significant
research training approaches—writing literature re-
views. In our pilot study, we asked students study-
ing at the intersection of Artificial Intelligence (AI)
and Cognitive Reasoning (CoRe) to write a review
article from the perspective of “physics-based rea-
soning in Computer Vision (CV)” using a set of
papers published on CV conferences. The assigned
task aims to provide students with a multifaceted

https://perslearn.com/
https://vimeo.com/802213150
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Figure 2: The interactive workflow of PersLEARN . This example showcases the scenario that a PersLEARN user intends to
frame a rather novel perspective of “model interpretability” given the original papers on LSTM and Transformer. While the
seed idea is not the major focus of both papers, evidence can be found to support that seed idea with the help of PersLEARN .
The evidence includes the introduction of gates in LSTM to protect memory contents and the self-attention mechanism in
Transformer, which can yield more interpretable models. Then the user re-interprets the evidence that LSTM operations are
opaque due to the use of gates, while Transformer models have some level of interpretability through their attention distributions.
It concludes that Transformers generally offer a higher degree of interpretability compared to LSTMs due to their self-attention
mechanism. The process is assisted by prompt-engineered LLMs but is exactly determined by the user.

perspective on both computer vision and physics.
Interestingly, most of the reviews the students com-
posed do not have their own perspective; their re-
views are titled “CV approaches on physics-based
reasoning tasks” or have similar titles. This sug-
gests that most students simply wrote summaries
of every citing paper without considering an alter-
native perspective (see Fig. 1). To address this gap
in research training, we propose PersLEARN , a
tool that explicitly guides the process of cultivating
scientific perspectives.

PersLEARN is grounded in classical theories
drawn from the fields of cognitive and social
sciences, particularly in the domain of scientific
knowledge representation (Sec. 2.1). It provides
an entire life-cycle of constructing a perspective
frame that semi-automates researchers to start from
a single seed idea and then iteratively interpret and
structure relevant literature (Sec. 2.2). This process
is facilitated through an interactive system that em-
ploys a hierarchical prompt-based approach to pro-
pose potential interpretations and structures based
on a seed idea (Sec. 2.3). Experiments on both hu-

man evaluation (Sec. 3) and automatic evaluation of
each module (Sec. 4) suggest that PersLEARN has
the potential to enhance the quality of scientific
research training significantly.

2 Design and Implementation

Designing PersLEARN is required to answer two
questions: (i) What is the appropriate representa-
tion of perspective frames that makes researchers
comfortable? (ii) How to informationize such rep-
resentation for both user input and automated gen-
eration? In response to the questions, we highlight
how PersLEARN is implemented from a theoretical
framework to an interactive system step by step.

2.1 Theoretical Framework2

Following the principle of analogical education
(Thagard, 1992; Aubusson et al., 2006), we create a
system of analogies to ground the abstract concepts
about perspectives. First, the scientific knowledge
covered by the literature about a seed idea is in a

2View an abstract video illustration of the framework:
https://vimeo.com/802213146.
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Figure 3: Illustration of perspective cultivation. (A) Visual analogy of the process: interpreting the evidence in the papers
given the seed idea and structuring the papers with the relations between them. (B) User interfaces during the process.

higher-dimensional space than the perspective of
a single paper (Duschl and Grandy, 2008). Here
we set scientific knowledge of a seed idea as a 3D
space and the specific perspective as a 2D plane
for readability. For example, the seed idea “CV
approaches on physics-based reasoning tasks” on
the intersection of physics and CV can be framed
as different specific perspectives, such as “physics-
based reasoning” (Zhu et al., 2020), “AI models
for modeling human cognition” (Lake et al., 2017),
“evaluation metrics of new tasks in AI” (Duan et al.,
2022), “ethics in human-level tasks for AI” (Jack-
son Jr, 2018), and “interpretability of physics-based
reasoning AI models” (Edmonds et al., 2019). To
not be trapped in a single perspective, we should
pay attention to the ingredients of the papers rather
than the ideas claimed by the authors. On this basis,
framing another perspective is projecting the 3D
space to another 2D plane by making slices from
the papers, where each slice is a subset of ingredi-
ents. Such slices are articulated with others under
the logic of the seed idea. Thus, a perspective frame
is cultivated on the plane, growing from a seed idea
with few slices to a graph with slices connected
(see Fig. 3 for details).

Formally, the perspective frame is organized as
a graph with information in nodes and edges on a
2D plane that instantiates the seed idea from the
3D space of scientific knowledge. The elements in
a perspective frame can be described as follows:

• Seed idea: A rough textual description of the
perspective, e.g., “Physics-based reasoning us-

ing CV approaches,” which serves as the starting
point of the literature review and should be deter-
mined at the very beginning.

• Evidence: A piece of evidence comes from ev-
ery paper in the selected set of literature, which
contains the grounded information (a text span)
supporting the given seed idea.

• Slice: A slice is the textual interpretation condi-
tioned on the given seed idea based on a piece of
evidence. A slice is a node in the graph.

• Connection: A connection between two slices
is the textual interpretation conditioned on the
perspective given the relation (e.g., relations-
in-common such as inspire and parallel;
and relations-of-distinction such as improve,
alternate, and compete) between two
slices. A connection is an edge in the graph.

Fig. 2 shows the interactive workflow of
PersLEARN . Suppose one concerns the “model
interpretability” (seed idea) of LSTM and Trans-
former, which is not the major perspective of either
original paper of the two models. Given the cor-
responding two papers ‘Long short-term memory’
and ‘Attention is all you need’, the evidence gen-
erator finds the evidence to support the seed idea
from the papers: ‘A multiplicative input gate unit is
introduced to protect the memory contents stored in
j from perturbation by irrelevant inputs. Likewise, a
multiplicative output gate unit is introduced which
protects other units from perturbation by currently
irrelevant memory contents stored in j. The result-
ing, more complex unit is called a memory cell.’



and ‘As side benefit, self-attention could yield more
interpretable models. We inspect attention distri-
butions from our models and present and discuss
examples in the appendix. Not only do individual
attention heads clearly learn to perform different
tasks, but many also appear to exhibit behavior
related to the syntactic and semantic structure of
the sentences.’ The slice generator then generates
the interpretations: ‘An LSTM unit uses a series
of gates to control the flow of information through
the unit, which makes its operations opaque.’ and

‘The Transformer model can explicitly learn the at-
tention distributions of the input sequence which
is interpretable to some extent.’ The connection
generator finally provides the connection between
these slices: ‘Transformers generally offer a higher
degree of interpretability than LSTMs due to their
self-attention mechanism.’. Such cultivation of a
brand new perspective helps students think outside
the box, which usually yields innovation in scien-
tific research and should serve as one of the major
parts in research training.

Notably, elements such as evidence, slices, and
connections are not determined at once but may be
revised in multiple iterations. As the perspective
frame grows, the researcher’s understanding of the
seed idea goes deeper, and the contents of slices
and connections are sharpened accordingly. Hence,
instead of answering a chicken-or-the-egg problem
between slices and connections, our users generate
them iteratively. Varied by the seed ideas, a perspec-
tive can be a well-organized collection of informa-
tion (e.g., “performance comparison between back-
bone models on physical-reasoning tasks” (Duan
et al., 2022)), a statement (e.g., “intuitive physics
may explain people’s ability of physical reason-
ing” (Kubricht et al., 2017)), or a problem (e.g.,
“physical reasoning by CV approaches” (Zhu et al.,
2020)). Though coming with different levels of ab-
straction, they all bring information gain, more or
less (Abend, 2008).

PersLEARN well echoes the established theories,
suggesting our design’s integrity. In a perspective
frame, elements are contextualized in the entire
frame by connecting with each other (Grenander,
2012; Shi et al., 2023); no element’s meaning is
determined solely by itself. Moreover, any revi-
sion of an element influences the larger structure.
Such representation has been shown as an innate
knowledge representation of humans—theory the-
ory (Gopnik, 1994; Gopnik and Meltzoff, 1997;
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Figure 4: UI showcases. (A) A selected piece of evidence and
its interpretation. (B) A generated perspective frame.

Carey, 1985, 2009). Furthermore, Carey (1986,
2000) have shown that such a framework can be
captured and gradually revised by young students
in terms of science education. To the best of our
knowledge, current tools for literature review com-
posing (e.g., ResearchRabbit, Connected Paper, In-
citeful, and Litmaps) all focus on visualizing lit-
erature relationships based on similarity and cita-
tion relationships without explicitly considering the
framing of diverse perspectives.

2.2 Implementing User Interface (UI)
A researcher may develop a seed idea when reading
a few papers, even if it is far from a mature perspec-
tive. The user first locates the evidence in a paper by
dragging the mouse to select the text span through
the PDFViewer and adds the selected span into
Evidence Hub. Next, the user could generate a
slice by writing a textual interpretation of the pa-
per based on the evidence; this would trigger the
initialization of a new perspective frame, and the
first slice can be dragged into the canvas (imple-
mented by D3.js library (Bostock et al., 2011)).
The user can get back to the papers for more pieces
of evidence and back to revising interpretations by
clicking on the slices and editing the information
at the right bar. With more than one slice in the
canvas, the user can connect two slices by dragging
the mouse around them and then write a textual in-
terpretation of the relation between them. Likely to
edit the slices, the user can also edit the connections
by clicking on them and editing the information at
the right bar. The perspective frame is cultivated by
repeating these steps, buliding up the mindset for
perspective framing in the learning by doing prin-
ciple (Schank et al., 1999). Please refer to Fig. 4
for an exemplar perspective frame.

In the user-centered design of UI (Zaina et al.,
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2021), we follow the established theories in design
for education (Hu et al., 1999; Miraz et al., 2016),
such as color classification (Wen, 2021) and hierar-
chical information display (Jinxian, 2020). These
support the integrity of our UI design.

2.3 Semi-automating the Procedure
We employ a hierarchical prompt-based approach
to semi-automate the slice generation and connec-
tion generation. PersLEARN automatically gener-
ates some candidate proposals of slices and con-
nections, and users can choose to accept, delete or
modify these proposals.

Generate proposals of slices Scientific pa-
pers generally have similar and main-streaming
structures (Doumont, 2014). Humans read sci-
entific papers effectively while considering this
prior structure rather than browsing aimlessly. We
leverage this intuition by proposing the hierarchi-
cal prompt-based approach. This approach takes
the seed idea and partial texts of the paper (i.e.,
Abstract, Introduction, Discussion,
and Conclusion) sections as input, and outputs
the proposals of slices. We designed a hierarchi-
cal prompt-based approach (see Appx. A.1). First,
we parse the seed idea to identify the specific field
and domain of interest and fit the parsed terms into
the prompting schema. Next, the prompted Large
Language Model (LLM) extracts sentences from
papers as evidence proposals. The LLM generates
slice proposals conditioned on the evidence.

Specifically, it consists of two prompting stages:
prompt generation and answer extraction. In the
first stage, we first prompt an LLM with a gener-
ated prompt. After the LLM generates a response,
we extract the information as the answer. Next, we
traverse the hierarchical prompting schema from
the top down to adopt a prompt template. Finally,
we concatenate it with the texts of the paper as the
prefix to generate the response. In the second stage,
we post-process the response by removing repeated
words and punctuation marks such as extra spaces.

Generate proposals of connections Similar
to slice generation, generating proposals of con-
nections follows a prompt-based approach. The

LLM takes two slices as input and outputs the rela-
tion between these two slices. A connection shows
the relation between two slices (e.g., relations-
in-common such as inspire and parallel;
and relations-of-distinction such as improve,
alternate, and compete). Hence, we design
the prompt as a multiple-choice question.

Our approach avoids uncontrollable and time-
consuming manual designing while achieving com-
parable performance compared to existing fully-
manual methods. Since we use the zero-shot set-
ting, labor-consuming labeling is not required.

3 Human Evaluation

To validate PersLEARN for research training, we
conducted a human study following the standard
protocols of digital device auxiliary scenarios in
higher education (Van den Akker, 1999; Neuman,
2014). This study is approved by the Institutional
Review Board (IRB) of Peking University.

3.1 Method

Materials We created a scenario that simulates
the training on writing literature reviews. The litera-
ture used in our simulation is five papers published
at computer vision conferences. These papers have
different topics varying from 3D scene parsing and
reconstruction to learning object properties and us-
ing tools. However, they can be integrated together
by interpreting from a physics-based perspective.

Participants We recruited 24 participants
from the Peking University participant pool (11
female; mean age = 22.63). Every participant was
paid a wage of $14.6/h. We evenly divided partici-
pants into the control and experimental groups.

Procedures All participants were required to
read the five papers and compose a short paragraph
of literature review given the perspective “Physics-
based reasoning.” Only the abstract, introduction,
and conclusion/discussion were mandatory to read
to reduce workload. The experiments lasted for 1
hour. The control group followed the standard pro-
cedure of writing reviews without PersLEARN as
researchers usually do in their studies: reading the
raw papers and writing the review. The experimen-
tal group utilized PersLEARN to create the review:
locating evidence, interpreting, illustrating rela-
tions, and synthesizing the review. All participants
were free to use the internet for extra help, such as
searching for new concepts and unfamiliar words.



3.2 Result

We evaluate PersLEARN both quantitatively and
qualitatively to verify whether it helps students
compose more logical and pertinent reviews.

Quantitative evaluation The reviews from the
control and experimental groups were shuffled and
sent to experts to grade. The grading metrics in-
clude logicality and pertinence. Specifically, we
asked 3 experts to grade on consistency (Farkas,
1985), rationality (Kallinikos and Cooper, 1996),
organization (Kallinikos and Cooper, 1996), topic
relevance (Hayes, 2012), opinion clarity (Williams,
1990), and concreteness (Sadoski et al., 2000); each
ranks from 1 to 5. All of the experts hold Ph.D. de-
grees in related fields of AI, have been working on
AI for at least eight years, and have no conflict of
interest with the authors of this paper.

The average scores of the control and experi-
mental groups are 21.25 and 25.08, respectively.
Fisher’s exact test on the two variables (i.e.,
whether PersLEARN was used and the score) re-
veals that the experimental group significantly out-
performs the control group in both logicality and
pertinence (P “ 0.0361; see Fig. 6a), suggest-
ing participants exploit the interpretations from a
particular perspective and organize them by induc-
ing their relations. Such a paradigm equips them
with improved research training. Detailed scores
on 6 evaluation metrics are shown in Fig. 6b. The
results demonstrate a noticeable improvement in
academic review writing in terms of logicality and
pertinence for the experimental group; the exper-
imental group’s performance shows a clear shift
towards higher scores.

Qualitative evaluation We further conducted
an interview to record qualitative comments af-
ter the participants in the control group fin-
ished their experiments. We interviewed them on
how PersLEARN contributed to reading papers
and composing reviews; see Appx. B.3 for in-
terview questions. Most participants stated that
PersLEARN helped them better understand the con-
tent of articles, think more clearly, and organize
their writing expediently. For future work, they
hoped to embed intelligent agents to provide proto-
cols for each procedure.

3.3 Discussion

We present a case study to show how the exper-
imental group composes better reviews than the
control group; see representative paragraphs in
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Appx. C.1. We conclude from our human study
that PersLEARN can boost literature reading and
review writing by providing a perspective-guided
thinking framework of evidence locating, interpre-
tation deriving, and relation inducing.

4 Automatic Evaluation

To automatically evaluate PersLEARN at scale, we
introduce a perspective reconstruction task with
three sub-tasks (slice generation, connection gener-
ation, and diversity evaluation), requiring the sys-
tem to recover an established perspective frame
given the same seed idea.

4.1 Benchmark Construction

Dataset Collection We carefully construct a
testing set with reputation-established narrative re-
views, expert reviews, and opinion articles to obtain
a high-quality ground truth of perspectives. System-
atic reviews and articles of information collection
are removed from the set because such papers do
not provide a sharp and unique perspective; we
ensure that all articles are developed around a con-
crete and coherent perspective. Moreover, we en-
sure that every title is the epitome of the perspective
held by the article; we treat the titles as seed ideas.

36 review articles are collected from diverse
domains standing at the intersection of AI and
CoRe, including CV, Natural Language Process-
ing (NLP), Intuitive Physics (Phy), Causality (Cau),
Abstract Reasoning (AbsRe), Mirroring and Imita-
tion (MrIm), Tool Use (Tool), Non-verbal Commu-
nication (NvComm), Intentionality (Int), Theory



Table 1: Result of our pipeline. w/o and w/ are with and
without prompt engineering, respectively. The performance
of slice generation, connection generation, and perspective
diversity indicate the efficacy of our prompt engineering.

Metric w/o w/

Slice BLEURT 0.238 0.795
Connection CR 0.450 0.550

Perspective VMR 0.028 0.006

of Mind (ToM), and Utility (U). This generates a
literature set with 333 papers cited by at least one
of the articles. Among these, 24 papers are cited
by more than one article. Some of the papers are
directly obtained from S2ORC (Lo et al., 2020),
while others are parsed from raw PDF.

Evaluation Metrics of slice generation For
a cited paper in the original review, we treat the
coherent sentences around the citation mark as the
ground truth for the corresponding slice, following
the same protocol as in Li et al. (2022). Because
the semantic meaning is critical (rather than the
wording and phrasing), we employ BLEURT (Sel-
lam et al., 2020) rather than word-wise evaluation
metrics like ROUGE and BLEU (Lin, 2004; Pa-
pineni et al., 2002). BLEURT score indicates the
similarity between two statements; larger scores
mean better performance.

Evaluation Metrics of connection generation
Since the connection between two papers under
the same perspective is only conditioned on the
slices, we focus on the logical consistency between
the generated connection and the two input slices.
Following the setting of Natural Language Infer-
ence (NLI), we calculate the Consistent Rate (CR),
the proportion of entailment prediction in all predic-
tions. Higher CR indicates better performance. We
employ the state-of-the-art model, DeBertaV3 (He
et al., 2021b,a), as the NLI model for evaluation.

Evaluation Metrics of Diversity This is an
extended case study based on slice generation. We
specially study how different perspectives drive the
interpretations from the same set of papers. We
calculate the normalized Variance-to-Mean Ratio
(VMR) over the BLEURT scores on all established
perspectives of a set of papers for each approach.
Lower VMR indicates that an approach generates
slices conditioned on different perspectives well.

4.2 Experiments of Slice Generation

Setup We use InstructGPT as the backbone
LLM model (Ouyang et al., 2022) for our prompt-
based approach. The input and output are the same
as in Sec. 2.3. The baseline approach directly

prompts the LLM with the target output without
the proposed hierarchical prompting schema.

Results The BLEURT results in Tab. 1 show
that the generation with prompt engineering out-
performs that without by a large margin (233%).
This result validates our pipeline in abstract un-
derstanding and perspective-based interpreting; see
representative slices in Appx. C.2.

4.3 Experiments of Connection Generation

Setup We use InstructGPT as the backbone
LLM model. The input and output of this evalu-
ation are the same as the connection proposed in
Sec. 2.3. The baseline approach directly prompts
the LLM with the target output.

Results As shown in Tab. 1, our connection
generation module surpasses the baseline approach
in CR by a large margin (22%). It means more
logical connections are generated by our approach
and thus contribute to more entailment predictions.
See representative connections in Appx. C.3.

4.4 Experiments on Diverse Perspectives

Setup We use InstructGPT as the backbone
LLM model for both the slice and the connection
generation modules. The baseline approach adopts
the slice and connection generation modules with-
out the proposed schema.

Results The VMR results in Tab. 1 show that
PersLEARN generates slices of richly diverse per-
spectives, surpassing the baseline by a large margin
(79%). We present some examples of the interpre-
tations of different perspectives; see representative
slices in Appx. C.4.

5 Discussion

We present PersLEARN to facilitate scientific re-
search training by explicitly cultivating perspec-
tives. Human study shows that PersLEARN signif-
icantly helps junior researchers set up the mind-
set for jumping out of perspective given by the
literature and framing their own ones. Extensive
benchmarking shows that our system has the poten-
tial to mine perspectives out of diverse domains of
literature without much human effort. These exper-
iments suggest that PersLEARN has the potential
to support scientific research training in general—
from explicating one’s own perspective to embrac-
ing the diverse perspectives of others. Readers can
refer to the “Broader Impact” and “Limitation” sec-
tions (Sec. 5) for further discussions.



Ethics Statement

The human study presented in this work has been
approved by the IRB of Peking University. We have
been committed to upholding the highest ethical
standards in conducting this study and ensuring the
protection of the rights and welfare of all partici-
pants. Considering that the workload of the proce-
dure for participants is relatively high among all
human studies, we paid the participants a wage
of $14.6/h, which is significantly higher than the
standard wage (about $8.5/h). Every expert was
paid $240 for grading the 24 review paragraphs
composed by the participants.

We have obtained informed consent from all par-
ticipants, including clear and comprehensive in-
formation about the purpose of the study, the pro-
cedures involved, the risks and benefits, and the
right to withdraw at any time without penalty. Par-
ticipants were also assured of the confidentiality
of their information. Any personal data collected
(including name, age, and gender) was handled in
accordance with applicable laws and regulations.

Broader Impact

The underlying impact of the mindset brought
by PersLEARN goes beyond research training to-
ward science education in general. Specifically,
PersLEARN provides the infrastructure for further
investigation in two aspects: (1) embracing the di-
verse perspectives of the same scientific topic to
construct a stereoscopic understanding of the topic;
(2) facilitating the communication between junior
researchers with different mindsets.

The broader impact is analogous to the classic fa-
ble Blind men and an elephant, where each man in-
terpreted the elephant differently because they were
standing on different perspectives. Though this has
been a metaphor complaining that science is limited
by observation (Heisenberg, 1958), it highlights the
virtue of scientific research—focused, and every
young researcher understands and interprets sci-
ence from a focused perspective. Hence, to gain a
more comprehensive view of the elephant, the blind
men may put their understandings of it together and
then try to synthesize it based on their perspectives.
In contrast, a sighted person may view the elephant
from a distance and capture a holistic view at first—
she ends up with a superficial understanding of the
elephant if not selecting a perspective and going
close to the elephant, like the blind. Thus, by em-
bracing diverse perspectives (i.e., visualizing the

perspective frames in a hub), one gets a stereo-
scopic view and, more importantly, a deeper un-
derstanding of the scientific topic. Moreover, when
the metaphorical blind men in the fable attempt to
articulate their distinct perspectives, they may be
hindered by the gap between mindsets. To exem-
plify, individual might struggle to comprehend the
concept of a “fan”, which in their perception, the
elephant appears to resemble. This suggests that
the communication of science should be executed
in a listener-aware way and that the speaker’s per-
spective should be transformed (i.e., by changing
the terms used in slices and connections) to its ana-
logical equivalent in the listener’s mindset. Thus,
science can be communicated easily, facilitating its
transparency, reliability, and the chances of cross-
domain collaboration. In summary, our framework
of scientific perspective may bring science educa-
tion to a future with better student-centered consid-
erations (Leshner, 2018).

Limitations

As a preliminary work, the design and evaluation
of PersLEARN come with limitations, leading to
further investigations:

• Can we construct a larger scale dataset of ex-
plicit perspective frames of the literature for more
fields in the sciences, such as biology, sociology,
etc.?

• Can we fine-tune LLMs on the larger dataset to
obtain better performance on slice and connec-
tion generation?

• Can we carry out a human study at a larger tem-
poral scale, say during one semester, to track the
progress of students using PersLEARN ?

With many questions unanswered, we hope to fa-
cilitate research training and science education in a
broader way.
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