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GROVE

Figure 1. Open-vocabulary physical skills learned with our generalized reward framework GROVE. The white humanoid mannequins
demonstrate diverse skills from abstract instructions (e.g., “conduct the orchestra,” “position body in a shape of C”) using a pre-trained
controller. The system also generalizes to standard RL benchmarks, including the Ant, Humanoid, and quadrupedal ANYmal, all without
task-specific reward engineering.

Abstract

Learning open-vocabulary physical skills for simulated
agents presents a significant challenge in Artificial In-
telligence (AI). Current Reinforcement Learning (RL)
approaches face critical limitations: manually designed
rewards lack scalability across diverse tasks, while
demonstration-based methods struggle to generalize be-
yond their training distribution. We introduce GROVE,
a generalized reward framework that enables open-
vocabulary physical skill learning without manual engi-
neering or task-specific demonstrations. Our key insight
is that Large Language Models (LLMs) and Vision Lan-
guage Models (VLMs) provide complementary guidance—
LLMs generate precise physical constraints capturing task

requirements, while VLMs evaluate motion semantics and
naturalness. Through an iterative design process, VLM-
based feedback continuously refines LLM-generated con-
straints, creating a self-improving reward system. To bridge
the domain gap between simulation and natural images,
we develop Pose2CLIP, a lightweight mapper that effi-
ciently projects agent poses directly into semantic feature
space without computationally expensive rendering. Ex-
tensive experiments across diverse embodiments and learn-
ing paradigms demonstrate GROVE’s effectiveness, achiev-
ing 22.2% higher motion naturalness and 25.7% better task
completion scores while training 8.4× faster than previous
methods. These results establish a new foundation for scal-
able physical skill acquisition in simulated environments.

https://jiemingcui.github.io/grove/


1. Introduction
Enabling simulated agents to learn diverse physical skills
from natural language instructions represents a fundamen-
tal challenge in AI for graphics and robotics. Despite sig-
nificant advances in RL, developing agents that perform ar-
bitrary physical tasks specified through natural language re-
mains difficult due to the traditional reliance on manually
engineered reward functions [43]. For example, training a
humanoid to run forward involves a complex reward system
accounting for velocity, energy consumption, survival, and
more [29]. This tailored approach limits the generalizability
of RL methods to open-vocabulary tasks.

The central challenge lies in developing generalizable
reward mechanisms that can both interpret arbitrary natu-
ral language instructions and accurately evaluate complex
motion patterns. While imitation learning methods offer
partial generalizability [15, 16, 45], they remain funda-
mentally constrained by their text-motion training distribu-
tions. Recent approaches have made progress by leveraging
LLMs [2, 5, 46] and VLMs [3, 35] for automatic reward
design. However, they each face distinct limitations:

LLM-based approches excel at generating precise, dy-
namic constraints from natural language instructions [10,
26], providing detailed reward signals for specific kinematic
aspects such as joint positions, velocities, and spatial rela-
tionships. However, they struggle with holistic motion as-
sessment, focusing on individual constraints while missing
stylistic qualities and natural movement patterns. This lim-
itation frequently results in technically correct but unnatu-
ral motions requiring substantial human refinement [40, 42,
47]. Conversely, VLM-based approaches provide rich se-
mantic feedback through visual evaluation [8, 37], effec-
tively assessing whether actions “look correct” perceptu-
ally. While offering the robust evaluation of stylistic cor-
rectness and naturalness that LLMs typically miss, these
approaches struggle with temporal consistency across mo-
tion sequences. They cannot enforce the precise kinematic
constraints necessary for skill mastery.

We propose a generalized reward framework, GROVE,
that leverages the complementary strengths of both sides.
By combining LLM-generated constraints with VLM-
based semantic evaluation, GROVE enables robust open-
vocabulary physical skill learning. Intuitively, these two
reward sources provide orthogonal constraints on the RL
search space: LLM-generated rewards impose precise phys-
ical and kinematic constraints, while VLM-based rewards
constrain the solutions to semantically valid and natural-
looking motions. This orthogonality ensures the combined
reward effectively narrows the search space to solutions sat-
isfying physical accuracy and semantic correctness.

A significant technical challenge is bridging the visual
domain gap between simplified simulation environments
and the natural images on which VLMs are trained. We ad-

dress this with Pose2CLIP, a lightweight model that ef-
ficiently maps agent poses directly to CLIP feature space
without rendering. Trained on 1.7 million frames of high-
quality rendered human poses, this mapping enables effi-
cient semantic evaluation while preserving CLIP’s rich rep-
resentational capabilities and dramatically reducing compu-
tational requirements during training.

Extensive experiments demonstrate GROVE’s effective-
ness across diverse embodiments and tasks in two distinct
settings: (i) integrating with hierarchical controllers pre-
trained on human motion datasets and (ii) guiding stan-
dard RL algorithms learning from scratch; see also Fig. 1.
Our evaluations show that combining LLM-generated con-
straints with VLM-based feedback converges 8.4x faster
and produces more natural movements than using either
reward source independently. User studies confirm these
improvements, showing a 22.2% enhancement in perceived
motion naturalness and a 25.7% increase in task completion
scores compared to baseline methods.

To summarize, our contributions are four-fold:
• We introduce GROVE, a generalized reward framework

that combines LLM-generated precise constraints with
VLM-based semantic evaluation, enabling robust open-
vocabulary physical skill learning without manual reward
design or task-specific demonstrations.

• We develop Pose2CLIP, a lightweight pose-to-
semantic feature mapper that bridges the domain gap be-
tween simulation and natural images, enabling efficient
and effective semantic evaluation.

• We show GROVE’s capability to generate diverse and
natural motions for arbitrary embodiments from open-
vocabulary instructions. Through extensive experiments
on complex humanoid tasks and standard RL bench-
marks, our method achieves 25.7% higher task comple-
tion score, 22.2% improved motion naturalness, and 8.4×
faster convergence compared to baselines.

• We demonstrate the generalizability of our proposed re-
ward across multiple scenarios, from leveraging pre-
trained controllers to learning from scratch, and provide
comprehensive ablation studies showing the complemen-
tary benefits of combining LLM and VLM rewards.

2. Related Work
Physical skill learning and reward design Research in
physical skill learning has followed two primary approaches
to address the challenges of reward design. Traditional RL
methods rely on carefully engineered reward functions de-
composed into multiple weighted components [1, 4, 18, 19,
31, 36, 41, 50]. While these approaches achieve impressive
results for specific tasks, their dependence on manual tuning
and domain expertise limits scalability to new behaviors.

Adversarial imitation learning offers an alternative by
learning reward functions directly from demonstrations



through discriminator networks [15, 16, 22, 24, 32, 33, 44,
49]. These approaches capture complex motion qualities
without explicit reward engineering but are constrained by
their reliance on extensive demonstration data and limited
generalization beyond the training distribution. In contrast,
our work leverages foundation models to provide comple-
mentary supervision signals that eliminate the need for both
manual reward design and task-specific demonstrations.

Language-guided skill learning Foundation models
have significant advanced zero-shot skill learning through
two complementary approaches: LLM-based reward gener-
ation and VLM-based semantic evaluation.

LLM-based methods [26, 27, 48, 51] translate natural
language instructions into programmatic reward functions
by prompting language models to formulate physical con-
straints and success criteria. Recent work like Eureka [26]
demonstrated that models such as GPT can generate pre-
cise rewards for controlling joint positions, velocities, and
spatial relationships without human intervention. However,
these approaches typically lack a holistic understanding of
motion quality and cannot visually assess complex move-
ment patterns. VLM-based methods [8, 37] use vision-
language models to provide semantic feedback on gen-
erated motions. These approaches excel at determining
whether actions appear natural and contextually appropri-
ate. However, they face technical barriers including the
substantial domain gap between simplified simulation ren-
derings and natural images, challenges in maintaining tem-
poral consistency across frames, and the inability to enforce
precise physical constraints. Our approach, Pose2CLIP,
bridges the domain gap while combining the strengths of
both model types—LLMs for precise constraint formula-
tion and VLMs for holistic semantic evaluation.

Alternative approaches to zero-shot skill acquisition
Beyond reward-based approaches, recent work explores al-
ternative paradigms for zero-shot physical skill acquisition.
Representation learning methods [25, 45] focus on build-
ing task-agnostic motion embeddings from demonstration
data that capture underlying motion structure. For exam-
ple, MaskedMimic [45] achieves zero-shot generalization
by training models to reconstruct strategically masked por-
tions of motion sequences. However, these approaches
struggle to interpret open-vocabulary language instructions.

Code generators [12, 20] use LLMs to translate instruc-
tions directly into executable robot commands, excelling in
structured environments with well-defined actions. How-
ever, they face substantial challenges with dynamic full-
body control and complex physical interactions. They pri-
marily succeed in scenarios with inherent physical stabil-
ity (e.g., table-mounted manipulators) and rely heavily on
decomposing tasks into discrete, atomic actions. Our ap-
proach differs by creating a unified reward mechanism that
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Figure 2. The overall architecture of GROVE. GROVE combines
multiple components for zero-shot physical skill learning: a VLM-
based reward for semantic evaluation, a Pose2CLIP mapper to
bridge the simulation-to-reality gap, an LLM-based reward gen-
erator for precise constraints, and an iterative reward design pro-
cess. We demonstrate GROVE’s effectiveness across five diverse
agents: Ant, ANYmal, Humanoid, Cartpole, and AMPHumanoid.
We demonstrate its effectiveness across five diverse agents: Ant,
ANYmal, Humanoid, Cartpole, and AMPHumanoid.

handles both the precise kinematics and semantic correct-
ness required for complex whole-body movements without
requiring predefined action primitives.

3. The GROVE Framework
We introduce GROVE, a generalized reward framework
that enables learning open-vocabulary physical skills with-
out manual reward engineering or task-specific demonstra-
tions. At its core, GROVE combines two complementary
reward mechanisms: a VLM-based component that eval-
uates the semantic correctness of performed actions, and
an LLM-based component that formulates precise physical
constraints. The framework uniquely leverages a VLM to
dynamically evaluate and re-sample rewards throughout the
learning process (see Fig. 2), creating a synergistic effect
that addresses the limitations of each approach. The com-
plete algorithmic implementation is detailed in Algorithm 1.

3.1. Generalized Reward
We formalize GROVE as a Reward Design Problem
(RDP) [39], building upon the framework introduced in Eu-
reka [26]. An RDP is defined as a tuple P = ⟨ξ,R, F ⟩,
where R is the space of all possible reward functions, and
F is a fitness function that maps a policy π to a real-valued
fitness score F (π). The world model ξ = ⟨S,A, T ⟩ en-



Algorithm 1: GROVE for physical skill learning
Input: Task instruction I , world model ξ, agent description

Dagent, pre-trained VLM, LLM
1 Hyper-parameters: horzion length K
2 Initialize policy π; RL ← LLM(ξ,Dagent, I)
3 while not converged do
4 Initialize B ← ∅; F (π) = [ ]; state s
5 for step = 1, ...,K do
6 # Standard RL operations
7 a← π(s), s′ ← ENV(s, a), r ← RGROVE(s′, a, I)
8 # Update fitness function
9 F (π).append(RV (s′, I))

10 if 8 consecutive drops on F(π) & F(π)last < 0.1
then

11 # Re-generate reward function
12 RL ← LLM(ξ,Dagent, I)

13 end
14 # Update policy and state variable
15 update B and π according to PPO
16 s← s′

17 end
18 end

capsulates the state space S, action space A, and transition
function T that governs the environment dynamics.

Given an arbitrary natural language instruction I , our
key insight is that effective reward functions should com-
bine both semantic understanding and precise physical con-
straints. We therefore design the GROVE reward as a
weighted combination of complementary components:

RGROVE(s, a, I) = ωV RV (s, I) + ωLRL(s, a; I), (1)

where RV represents the VLM-based semantic evalua-
tion component, RL denotes the LLM-generated constraint
component, and weights ωV and ωL balance their relative
importance. Critically, RGROVE is dynamically refined dur-
ing training according to the fitness function F , enabling
continuous improvement in instruction interpretation.

VLM-based reward Our VLM-based reward leverages a
frozen CLIP model [35] for semantic alignment between
agent behaviors and natural language instructions. Tradi-
tionally, this would require computing CLIP similarity be-
tween rendered frames and instruction text—a computa-
tionally expensive process that often suffers from the sim-
to-real gap. To address these limitations, we introduce
Pose2CLIP, a specialized neural network that directly
maps agent poses to the CLIP feature space without requir-
ing explicit rendering. This design dramatically improves
computational efficiency while also bridging the sim-to-real
gap by training on high-fidelity Blender-rendered images
that better match CLIP’s training distribution of natural im-
ages. The VLM-based reward is formally computed as:

RV (s, I) =
CLIP(I) · Pose2CLIP(s)

∥CLIP(I)∥2 · ∥Pose2CLIP(s)∥2
. (2)

A detailed analysis of Pose2CLIP’s architecture and train-
ing methodology is provided in Sec. 3.2.

LLM-based reward For the generation of task-specific
reward functions RL, we employ GPT-o1-preview [2] fol-
lowing the approach established in Eureka [26]. However,
we introduce two critical enhancements to the prompt en-
gineering process that improve reward quality. First, we
enrich the context by incorporating detailed agent specifica-
tions (Dagent), including precise joint nomenclature and in-
dices that allow for more targeted reward formulation. Sec-
ond, we explicitly guide the model with the instruction that
auxiliary mechanisms already handle fundamental aspects
like stability and locomotion, directing it to “focus solely
on capturing the essence of the task.” This strategic con-
straint prevents the model from generating overly complex
rewards addressing already-solved problems. The genera-
tion and application of the LLM-based reward can be for-
malized as:

RL(·, · ; I) = LLM(ξ,Dagent, I), (3a)
rL = RL(s, a; I), (3b)

where Eq. (3a) is the generation of the reward function RL,
and Eq. (3b) its evaluation on specific state-action pairs.

RDP and fitness function While LLM-based rewards of-
fer detailed temporal awareness and precise constraint spec-
ification, they can suffer from instability and occasional se-
mantic drift [17, 26]. To mitigate this limitation, we im-
plement a quality control mechanism using our VLM-based
reward RV as a fitness evaluator for RL. Specifically, we
employ an adaptive rejection sampling strategy: the LLM-
based reward function is regenerated whenever we detect
a consistent performance decline, defined as 8 consecutive
steps where the average RV across all parallel environments
decreases relative to the previous step and the final average
falls below a threshold (0.1). This verification ensures that
optimization toward RL consistently results in visually and
semantically correct behaviors, preventing the learning pro-
cess from diverging toward unintended solutions that might
satisfy the letter but not the spirit of the instruction.

3.2. Pose2CLIP
A critical challenge in using VLMs for embodied con-
trol lies in the substantial domain gap between simulator-
rendered images and the natural images on which mod-
els like CLIP were trained. This discrepancy undermines
the effectiveness of direct CLIP-based reward computation.
While high-fidelity rendering could theoretically bridge this
gap, it introduces prohibitive computational overhead that
makes real-time RL impractical.

To address this challenge, we introduce Pose2CLIP,
a lightweight neural network that directly maps agent pose
representations to CLIP’s feature space without requiring
explicit rendering. This design serves dual purposes: it
eliminates the computational burden of high-fidelity ren-
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Figure 3. Comparison of simulator vs. Blender-rendered im-
ages for Pose2CLIP training. The left shows raw simulation,
while the right the Blender renderings. Pose2CLIP maps agent
poses directly to CLIP feature space, thus bridging the sim-to-real
gap and improving reward quality for (a) “clap” and (b) “sit down.”

dering (achieving a three-to-six-fold acceleration in our ex-
periments) while preserving CLIP’s semantic understand-
ing capabilities. Though our implementation focuses on hu-
manoid skill learning—arguably the most challenging em-
bodiment scenario—the method generalizes to any agent
with a fixed state space representation.

For training Pose2CLIP, we construct a diverse dataset
combining SMPL [23] poses from the AMASS training
split [28] and the Motion-X dataset [21]. Each pose θ ∈
RJ×3 represents the joint-wise Euler angles of the hu-
manoid. To ensure comprehensive coverage of the pose
distribution encountered during policy learning, we contin-
uously augment this dataset with policy rollouts throughout
the training process, ultimately yielding a refined dataset of
1.7 million frames after downsampling.

The generation of ground truth CLIP features follows a
carefully designed process. Using Blender with the SMPL-
X Add-on [30], we render each pose with high-quality tex-
tures and realistic lighting. To minimize occlusion effects
and ensure viewpoint robustness, we render each pose from
five strategic angles (front, side, oblique, rear side, and rear)
at 45° intervals (see Fig. 3). These multi-view images are
then processed through a pre-trained CLIP-ViT-B/32
model [7] to obtain image feature embeddings, with fea-
tures from different viewpoints of the same pose being
mean-pooled to create a single representation.

The Pose2CLIP is intentionally lightweight—a two-
layer MLP optimized to minimize MSE reconstruction loss
between predicted and ground truth CLIP features. To
counter the inherent data imbalance problem, where com-
mon poses dominate the dataset while important but rare
poses are underrepresented, we implement a balanced sam-
pling strategy. First, we apply k-means++ [6] to cluster
the dataset into 500 semantically meaningful groups. Next,
we employ a two-stage uniform sampling approach during
training: we first sample uniformly across clusters to en-
sure the representation of all pose types, then sample uni-
formly within the selected clusters. This hierarchical sam-
pling strategy ensures comprehensive coverage of the entire
pose space, enhancing model generalization.

Table 1. Quantitative evaluation of open-vocabulary humanoid
skill synthesis. We compare GROVE against state-of-the-art ap-
proaches in five metrics: task completion (C), motion Naturalness
(N), motion smoothness (S), physical realism (P), and CLIP text-
image similarity (CLIP S). Our approach integrating CALM out-
performs alternatives in task completion while maintaining com-
petitive or superior performance across other metrics.

C ↑ N ↑ S↓ P↑ CLIP S↑

AvatarCLIP [11] 1.621 4.793 0.411 5.821 22.105
TMR [34] 3.793 5.966 0.374 7.684 18.885
MoMask [9] 3.621 6.724 0.492 7.863 22.372
MotionGPT [14] 5.207 6.552 0.885 7.000 23.142
AnySkill [8] 6.108 5.938 0.486 8.168 23.925

Ours (+ CALM) [44] 7.924 6.793 0.488 8.452 28.998

4. Experiments

Our experimental evaluation is structured in three parts:
Sec. 4.1 assesses GROVE’s capability to generate open-
vocabulary humanoid skills, Sec. 4.2 evaluates its perfor-
mance on standard RL benchmarks across different embod-
iments, and Sec. 4.3 provides an ablation study demonstrat-
ing the contribution of each component.

4.1. Open-Vocabulary Humanoid Skill Acquisition

Generating open-vocabulary physical skills for humanoids
presents significant challenges in motion synthesis. To fully
leverage GROVE’s capabilities, we employ a hierarchical
control approach using a pre-trained low-level controller
from CALM [44], defined as a = πL(z, s), which gener-
ates actions a based on the current state s and a latent code
z. We then train a high-level policy z = πH(s; I) that op-
timizes the GROVE reward for instruction I . This approach
enables complex movements through instruction-guided co-
ordination of motion primitives.

We conduct both qualitative and quantitative evaluations
using five representative open-vocabulary instructions. For
qualitative assessment, the resulting motions are visualized
in Fig. 4, with additional sequences available on our project
website. These demonstrations illustrate our method’s abil-
ity to generate naturalistic motions that accurately reflect
diverse textual instructions.

For quantitative assessment, we employ computational
metrics and human judgment. The computational metrics
include Smoothness (average change in acceleration across
joints [52]) and CLIP similarity (cosine similarity between
rendered frames and instruction text). For human evalua-
tion, 30 participants rated each motion sequence on three
dimensions (0-10 scale): Task completion (how effectively
the motion fulfills the instruction), Motion naturalness (bi-
ological plausibility), and Physics (adherence to physical
constraints). Participants underwent calibration with refer-
ence examples to ensure rating consistency.



(a) Running while jumping hurdle

(e) Walking like a model

(c) Position body in a shape of ‘C’

(d) Playing the suona

(b) Conduct the orchestra

Figure 4. Open-vocabulary humanoid skill synthesis using GROVE. Our framework successfully generates physically plausible motions
for diverse, previously unseen instructions. Each row demonstrates a sequence of frames depicting a different skill: (a) “running while
jumping hurdle” showcases dynamic locomotion with obstacle navigation, (b) “conduct the orchestra” demonstrates expressive arm ges-
tures, (c) “position body in a shape of ‘C”’ illustrates the understanding of abstract concepts, (d) “playing the suona” captures realistic
hand positioning, and (e) “walking like a model” exhibits stylized locomotion with characteristic posture and gait patterns.

We benchmark GROVE against state-of-the-art ap-
proaches in different paradigms: (i) Motion retrieval:
TMR [34] uses extensive motion data sets, establishing a
standard for naturalness. (ii) Data-driven generation: Mo-
tionGPT [14] and MoMask [9] represent cutting-edge ap-
proaches trained on text-motion paired datasets. (iii) Zero-
shot skill learning: AnySkill [8] and AvatarCLIP [11] gen-
erate motions from unseen text using VLM supervision.

Tab. 1 reveals several insights: (i) TMR achieves high
naturalness but lower task completion, indicating our in-
structions extend beyond existing text-motion dataset distri-
butions. (ii) MoMask and MotionGPT demonstrate strong

naturalness but lower task completion, reinforcing the lim-
itations of purely data-driven approaches. (iii) AnySkill,
relying exclusively on VLM-based rewards, achieves the
highest task completion among baselines but exhibits re-
duced naturalness, highlighting the inadequacy of single-
modal rewards. (iv) GROVE outperforms all baselines in
task completion while maintaining naturalness and smooth-
ness, validating our multi-modal reward framework.

Notably, our evaluation presents a more stringent chal-
lenge as GROVE operates within physical simulation con-
straints, while most comparison methods (except AnySkill)
produce motions without such constraints.



(d) Cartpole keeps
it upright

(b) ANYmal is jumping

(e) Humanoid bows at right angle

(a) ANYmal is walking sideway

(c) Ant is running 
forward

Figure 5. Qualitative results of GROVE on standard RL bench-
marks, requiring to learn diverse control policies across differ-
ent embodiments and task complexities. Tasks shown include:
ANYmal quadruped (a) moving sideways and (b) jumping, (c) Ant
locomotion, (d) Cartpole balancing, (e) and Humanoid performing
a bowing motion at a specific angle. Each task presents distinct
control challenges requiring different physical capabilities. Addi-
tional benchmarks and videos are available on the project website.

4.2. Standard RL Benchmarks
To establish GROVE’s generalizability beyond humanoid
control, we evaluate its performance across five diverse RL
tasks representing varying embodiments and complexity:
Cartpole balancing (low-dimensional control), Ant walk-
ing (locomotion), ANYmal moving sideways (quadrupedal
movement), ANYmal jumping (dynamic maneuver), and
Humanoid bowing (articulated coordination), all illustrated
in Fig. 5. For all experiments, we use three-layer MLP poli-
cies trained with PPO in IsaacGym.

Our evaluation combines human assessment with quanti-
tative metrics. Following the protocol from Sec. 4.1, human
evaluators rated task completion across all embodiments,
consistently confirming GROVE’s effectiveness. For quanti-
tative comparison, we measure learning efficiency using the
reward distance metric from [37], capturing both maximum
performance and convergence speed (see Appendix C.2).

Compared to a baseline that directly optimizes expert re-
wards, GROVE demonstrates superior training efficiency in
three of four tasks, as shown in Tab. 2. The exception is the
jumping task, where the baseline’s advantage stems from
directly optimizing the evaluation metric itself—a favorable

Table 2. Quantitative evaluation on standard RL benchmarks.
We compare GROVE against direct reward optimization across dif-
ferent agents and tasks. C represents the human-evaluated comple-
tion score, and RD (Reward Distance) learning efficiency. GROVE
outperforms direct optimization in three of four tasks.

Agent Task C ↑ RD (direct) ↓ RD (GROVE) ↓

Ant running forward 8.897 103.81 92.45
Cartpole keep upright 8.862 20.72 20.04
ANYmal jump up 7.241 57.29 60.84
ANYmal walk sideways 8.414 39.71 37.51

Table 3. Comparison with VLM-RM on humanoid bowing
task. T represents training time in minutes, and C human-
evaluated completion score. GROVE outperforms VLM-RM while
requiring only 11.4% of the training time.

Task Textures T↓ C↑

VLM-RM [37] Bow Original 411min 1.655
VLM-RM [37] Bow Improved 411min 3.483

GROVE Bow Original 47min 6.276

scenario given this task’s multiple success criteria.
A particularly revealing comparison is with VLM-RM,

which enhances agent textures specifically to improve
VLM-based reward effectiveness. As Tab. 3 demonstrates,
our method outperforms VLM-RM while using unmodified
textures and only requiring 11.4% of their training time.
This efficiency differential highlights the advantage of our
LLM-based reward formulation over approaches that rely
on visual enhancements to the reward model.

These results collectively demonstrate GROVE’s robust
generalizability across diverse embodied control tasks—
from simple to complex embodiments and from standard
locomotion to specialized movements. The consistent per-
formance advantages suggest that GROVE’s multi-modal re-
ward structure effectively captures the essential characteris-
tics of diverse tasks while providing smoother learning gra-
dients than specialized reward engineering approaches.

4.3. Ablations
To analyze the contribution of each component in our ap-
proach, we conduct a comprehensive ablation study with
seven model configurations, each isolating or combining
different aspects of our full system: (i) VLM only uses
CLIP features extracted directly from simulation environ-
ment images, resembling the AnySkill [8] baseline. (ii)
LLM only w/o RDP employs the LLM-generated re-
ward function without dynamic refinement, similar to Eu-
reka [26]. (iii) LLM only (with RDP) extends this by pe-
riodically regenerating the reward function based on fitness
scores. (iv) VLM + LLM combines both reward modal-
ities with RDP-based resampling of LLM rewards. (v)

Table 4. Quantitative ablation study results. We evaluate seven
ablative model configurations across multiple metrics: completion
quality (C), motion naturalness (N), movement smoothness (S),
CLIP similarity (CLIP S), and training time (T).

Ablations C ↑ N↑ S↓ CLIP S↑ T↓

VLM only [8] 6.108 5.938 0.486 23.925 59min
VLM + LLM 6.954 6.292 0.457 24.088 47min
LLM only w/o RDP [26] 6.622 5.907 0.582 22.977 20min
LLM only with RDP 6.650 6.177 0.599 24.099 19min
Pose2CLIP only 6.785 5.954 0.553 24.547 16min
Pose2CLIP + LLM w/o RDP 7.269 6.738 0.475 25.331 7min
Pose2CLIP + LLM 7.924 6.793 0.488 28.998 7min
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Figure 6. Qualitative ablation study results. We compare mo-
tion sequences generated by different model configurations for the
instruction “running while jumping hurdles.” The visualization re-
veals clear performance differences: VLM-Only and LLM-Only
approaches produce running motions with minimal vertical dis-
placement, while Pose2CLIP configurations show distinct jump-
ing actions with proper elevation and form. The full Pose2CLIP
+ LLM model generates the most natural hurdle-jumping motion,
with appropriate preparation, elevation, and landing phases.

Pose2CLIP only substitutes standard CLIP features with
our Pose2CLIP features in the VLM-only setting. (vi)
Pose2CLIP + LLM w/o RDP combines Pose2CLIP
with a static LLM-based reward generated once at training
initialization. (vii) Pose2CLIP + LLM is our full model.

Qualitative results in Fig. 6 and quantitative evalua-
tions in Tab. 4 reveal three key insights. (i) Pose2CLIP
feature extraction improves task completion and reduces
convergence time compared to direct CLIP features, un-
derscoring the importance of high-quality visual repre-
sentations for physically embodied tasks. (ii) LLM-only
and Pose2CLIP-only configurations show complemen-
tary strengths—the former producing more natural motions,
while the latter better adheres to instructional details—
validating our hypothesis that these reward modalities cap-
ture different yet essential aspects of performance. (iii) Our
full model consistently outperforms all variants across met-
rics, confirming the synergistic interaction between compo-
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Figure 7. Reward convergence comparison across tasks. We
compare reward trajectories between our full model (red) and
single-reward baselines (blue) across three different tasks. Tasks:
(a) arms folded over check; (b) position body in a shape of ‘C’;
and (c) playing the suona.

nents and demonstrating that each element effectively ad-
dresses limitations of the others.

The reward trajectories in Fig. 7 further support these
findings by comparing our full model (red) against single-
reward baselines (blue) across three tasks. The top row dis-
plays the LLM reward component, while the bottom row
shows the VLM component, with each baseline trained us-
ing only its corresponding reward type. These trajectories
reveal a consistent pattern: the integration of multi-modal
rewards accelerates the convergence of both reward func-
tions compared to their uni-modal counterparts. This accel-
eration provides compelling evidence that LLM-based and
VLM-based rewards offer complementary guidance signals,
enabling more efficient skill acquisition.

5. Conclusion
We present GROVE, a generalized framework for learning
open-vocabulary physical skills that integrates VLM-based
reward computation, LLM-based reward generation, pose-
to-semantic feature mapping, and dynamic reward program-
ming. Our approach demonstrates significant advantages,
improving task completion by 25.7% while converging 8.4×
faster than baselines, with comparable motion quality to
specialized generative models. Experiments across stan-
dard RL benchmarks confirm our method’s generalizabil-
ity, while ablation studies validate that our multimodal ap-
proach provides complementary guidance that accelerates
skill acquisition. These results establish GROVE as an
efficient framework for open-vocabulary skill learning in
robotic control and motion synthesis.
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