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Dataset

 CHAIRS, an extensive motion-captured full-body articulated HOI dataset. 
 Comprises 17.3 hours of diverse interaction sequences. 
 Involves 46 participants and 81 objects with various movable parts. 

Data collection setup consisted of
 Four front-facing RGB-D cameras
 Hybrid trackers on movable parts of objects
 17 IMUs distributed on the participants.

Penetration removal process:
I. Adjust positions of joints 

responsible for penetration
II. Adjust skeleton by IK

TasksMethod

The reconstruction model uses the human pose for object pose estimation. We 
1. regress the root 6D pose from human pose and image feature; 
2. reconstruct object voxel from voxelized human and image feature; and 
3. refine object pose and shape with reconstructed voxel and interaction prior. 

The interaction prior model, a cVAE, is 
trained to generate object voxels conditioned 
on human poses. During inference, we 
minimize the norm of the latent code.
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Results
Qualitative results on Task I: object pose estimation

Ours

Qualitative Results on Task II: human pose synthesisTasks

Task I: articulated object 
pose estimation from images

Task II: interacting human pose 
synthesis from articulated chairs

Quantitative results on task I: pose estimation

in-domain out-of-domain BEHAVE

*: method requires knowledge of object structure and/or geometry;  
†: method does not rely on object-related knowledge.
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