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Our contributions:
1. We propose Neural-Symbolic Recursive 

Machine (NSR), a principled framework 
for jointly learning perception, syntax, 
and semantics.

2. The core of NSR is a Grounded Symbol 
System (GSS), allowing for the 
emergence of combinatorial syntax and 
semantics directly from training data.

3. NSR achieves impressive systematic 
generalization across SCAN, PCFG, and 
HINT.

Code: https://liqing-ustc.github.io/NSR 

Grounded Symbol System (GSS) Experimental Results

Learning by Deduction-Abduction

Neural-Symbolic Recursive Model (NSR) 

Project

The evolution of learned programs is human-like.

NSR outperforms Transformer by 23% in HINT.

NSR achieves perfect generalization in SCAN and PCFG.Motivation: how can we build a model 
with human-like systematic generalization?

Hypothesis: a model with human-like 
systematic generalization is compositional 
and equivariant.
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