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Three-level Concept Learning and Generalization

Our contributions:
- We present HINT, a minimal yet comprehensive 

benchmark for systematic generalization w.r.t.
perception, syntax, and semantics.

- Current neural networks, including Transformer 
and LLMs, struggle on HINT and the gap to 
human performance is considerable.

- Simply increasing model and dataset size does 
NOT lead to better generalization in HINT.

Code & dataset: https://liqing-ustc.github.io/HINT

HINT: Handwritten arithmetic with Integers Experimental Results

Perception: 
seen image → unseen image

Syntax: 
short expr. → long expr.

Semantics: 
Small value → large value

Can you decipher these ancient Egyptian signs?

Generalization: Interpolation & Extrapolation Perce
ption
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Image Inputs

Symbol Inputs

Scaling laws w.r.t. model and dataset

Log-linear scaling trend
Model: 𝟏𝟎𝟑𝟑 parameters
Dataset: 𝟏𝟎𝟏𝟓 examples 
→ Accuracy: 90%.

Impossible!

Few-shot Learning and Generalization

Examples from HINT

Train and Evaluation

Project:

https://liqing-ustc.github.io/HINT

